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We present a molecular dynamics study of the influence of temperature on defect generation and evolu-
tion in irradiated cubic silicon carbide. We simulated 10 keV displacement cascades, with an emphasis on
the quantification of the spatial distribution of defects, at six different temperatures from 0 K to 2000 K
under identical primary knock-on atom conditions. By post-processing the simulation results we ana-
lyzed the temporal evolution of vacancies, interstitials, and antisite defects, the spatial distribution of
vacancies, and the distribution of vacancy cluster sizes. The majority of vacancies were found to be iso-
lated at all temperatures. We found evidence of temperature dependence in C and Si replacements and CSi

antisite formation, as well as reduced damage generation behavior due to enhanced defect relaxation at
2000 K.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Point defects can be generated in particle irradiated crystalline
solids as a result of collisions initiated by the irradiating particle.
This mode of damage is often referred to as displacement damage,
and it can lead to localized microstructural modification and thus
mechanical property changes [1]. Irradiation effects on solids have
received a great deal of attention as far back as the 1960s [2,3]. This
attention was predominantly related to metals, though more re-
cently interest has grown in crystalline non-metals [4] such as
SiC-based composite materials and coatings [5–8].

There is relatively little information available on displacement
damage effects in SiC and SiC-based composites compared to met-
als and Si [5]. In monolithic SiC and SiC composites, at tempera-
tures lower than approximately 1300 K, isotropic expansion
(swelling) of the material is a relatively well known phenomenon
[9–11,7]. Other phenomena include void formation and subse-
quent swelling at temperatures up to approximately 1800 K
[12,7]. Despite a wide range of phenomenological studies per-
formed on SiC, the microstructural events responsible for these ob-
served macroscopic phenomena are not well understood [13].
Specifically, it has been noted that further investigation is required
with respect to radiation effects on defect production and evolu-
tion in SiC [14,5,15]. Thus, we believe it is of significant technolog-
ical interest to elucidate and quantify point defect generation and
evolution as a result of particle radiation in this material. In partic-
ll rights reserved.
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ular, we chose to study 3C–SiC, one of the polytypes being consid-
ered for advanced energy applications because of properties such
as high strength, high thermal conductivity and low chemical reac-
tivity. In 3C–SiC, the Si–C bi-layers are stacked like those in a face-
centered cubic crystal (i.e., ABCABC stacking along h111i) as in
Fig. 1.

Empirical potential molecular dynamics (MD) studies into the
defect energetics of 3C–SiC were performed by Huang and Gho-
niem [16]. Investigations into the threshold displacement energy
(TDE) for 3C–SiC were performed by Wong et al. [17] as well as
by Devanathan et al. [18] and Hensel et al. [19]. These later works
made use of hybrid empirical potentials based on the Tersoff po-
tential [20]. Hensel et al. used the SiC parameter set from [20]
and smoothly connected the Tersoff potential to the Ziegler, Bier-
sack and Littmark (ZBL) ‘universal’ short-range potential [21] to
more accurately represent the behavior at small interatomic sepa-
rations. Devanathan et al. made use of a cubic spline fitted to ab ini-
tio quantum mechanical results and connected this via a
smoothing function to the Tersoff potential with parameters given
in Table 1 and [20]. In the Devanathan et al. study, the range for the
C TDE was reported to be 28–71 eV and for Si, 36–113 eV (with an
estimated ±1 eV error). The extremes of the TDE measurements
were reported to be between the [111] (Si maximum, C mini-
mum), ½�1 �1 �1� (C maximum) and [001] (Si minimum) directions,
reflecting the lack of reflection symmetry along those directions.

Devanathan et al. applied their hybrid Tersoff potential to
10 keV cascade simulations in 3C–SiC at 300 K [22]. Their simula-
tion cell consisted of 20 � 20 � 60 3C–SiC unit cells (roughly
192000 atoms, .4359 nm lattice parameter), with {001} bound-
aries. Their simulations kept the number of atoms and system
volume constant, while controlling the temperature of the system
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Fig. 1. Schematic of the stacking order 3C–SiC (cubic stacking). 3C–SiC is one of the extremes of the SiC polytypes, and is the only cubic polytype. Miller indices are given to
show the crystal orientation. The large and small spheres in each bi-layer denote a silicon and carbon atom, respectively.
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through a 4-atom layer thermostat region where the atoms had
their velocities rescaled to maintain a temperature of 300 K. They
allowed the system to thermally equilibrate for 2 ps prior to excit-
ing the primary knock-on atom (PKA). The 10 keV PKA kinetic en-
ergy was imparted to the PKA (a chosen Si atom at the top, center
of the simulation cell) in the form of an initial velocity of 262 nm/
ps along ½411 �95�, reportedly to minimize channeling of the PKA.
The cascade was allowed to evolve for 10 ps after the PKA excita-
tion, though no explicit timestep information was given. Devana-
than et al. reported that the number of interstitials and vacancies
slowly increased after the PKA was excited and reached a peak at
roughly.1–.3 ps. After this phase, the number of defects decreased
to roughly 1/2 of the peak number by roughly .8 ps. Prior to
approximately .1 ps, the number of C and Si defects was roughly
the same, though as time carried on the number of C defects held
steady at roughly three times the number of Si defects. This behav-
ior was attributed to the differences in TDE between C and Si. They
also reported that roughly 7% of the displacements led to antisite
defects and concluded that this may be an important energy
storage mechanism, and may lead to irradiation induced
amorphization.

Perlado et al. [23] carried out studies in SiC very similar to those
in [22], with a PKA kinetic energy range of .5–8 keV using both C
and Si PKAs, at 300 K and 1300 K. Their study also included a study
Table 1
Parameter set for Si and C, as provided by Devanathan et al. [18]. Length parameters S
and R were reported to not be optimized and have not been optimized here. Mass
taken from [25].

Parameter Devanathan et al.

C Si

A (eV) 1544.8 1830.8
B (eV) 389.63 471.18
k (nm�1) 34.653 24.799
l (nm�1) 23.064 17.322
b 4.1612 � 10�6 1.1000 � 10�6

n 0.99054 .78734
c 19981 100390
d 7.034 16.217
h �.33953 �.59825
R (nm) .18 .27
S (nm) .21 .30
vC—Si 1.0086
Mass, ma (u) 12.0107 28.0855
of accumulated damage during multiple irradiation events at
1300 K. They varied their system size from 25 � 25 � 25 (150000
atoms) to 40 � 40 � 60 (768000 atoms) 3C–SiC unit cells, depend-
ing on the magnitude of the PKA energy, with a 2–4 atom layer
thermostat region as in [22]. They reported a final ratio of C to Si
vacancies closer to 5:1 than the nearly 3:1 of [22]. They also went
on to study the size of the clusters formed by the vacancies. To do
this, they identified the number of vacancies within the third-near-
est-neighbor distance (.436 nm) of another vacancy. They reported
that large clusters of more than a few vacancies rarely occurred in
their calculations and that the bulk of the vacancies were isolated
from one another. They did not report any temperature depen-
dence in cascade formation or defect production, though they did
note that defect mobility was low enough at both 300 K and
1300 K that little re-organization of the defect structure was seen
over periods of up to 1 ns.

This paper seeks to build on the work of [22] and [23] in three
ways. The first is that we studied the influence of thermal vibra-
tions on cascade formation and evolution, particularly on the spa-
tial distribution of vacancies, through a range of temperatures from
0 K to 2000 K. The second is that our simulations were performed
in simulation cells larger than those used in [22] and [23]. The final
difference is that the lattice parameter we used in this study was
obtained based on the proposed operating temperature and pres-
sure of the ARIES-AT first wall structure [24]. The next section will
discuss our simulation and post-processing methodology. This will
lead into the discussion of the results for the six temperatures
studied and finally, our conclusions.

2. Simulation methodology

To represent a perfect SiC crystal, we used a cube with 50 3C–
SiC unit cells per side (1000000 atoms total) and {001} bound-
aries. We approximated this cube being a small part of a infinite
body by enforcing periodic boundary conditions on all sides. To
simulate the bulk of the infinite body being at a known tempera-
ture, we applied a 4-cell thick velocity-scaled thermostat ‘skin’ to
all sides of the cube except the ‘top’ (topmost (001) atom planes).
We did not apply the thermostat to the top layer to avoid any arti-
ficial reductions in the energy of the PKA and its neighbors at the
beginning of the simulation. To obtain the lattice parameter used,
we relaxed the system volume while keeping the number of atoms,
pressure and temperature constant (100 MPa and 1200 K, respec-
tively). This resulted in a lattice parameter of .43765 nm and a
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Fig. 2. Schematic of the geometry used for the simulations. The circle represents
the PKA initial position.
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simulation cell length of about 21.9 nm. For reference, we calcu-
lated the 0 K lattice parameter to be approximately .4279 nm with
the same potential.

For the PKA we chose a Si atom from the top-center of the sim-
ulation cell, based on the description in [22]. As in [22], we im-
parted the 10 keV PKA kinetic energy in the form of an
instantaneous velocity (after thermal equilibration) of 262 nm/ps
along the ½411 �95� direction (just off of the Z-direction). Following
[22], we chose this direction to minimize the likelihood of the PKA
channeling early in the cascade formation. A schematic of the sys-
tem is given in Fig. 2.
2.1. Interatomic interactions

We modeled the interatomic interactions with a hybrid Tersoff/
ZBL potential, similar to the hybrid potential described in [18] and
[23] with Tersoff potential parameters from [18] (see Table 1). The
resulting potential was of the following form,

E ¼ 1
2

X
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X
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; ð5Þ

/ðxÞ ¼ 0:1818e�3:2x þ 0:5099e�0:9423x

þ 0:2802e�0:4029x þ 0:02817e�0:2016x: ð6Þ

The tunable parameter AF in the Fermi function, fF , controls the
‘sharpness’ of the transition from one potential to the other, and
rC controls the radius at which the transition occurs. We chose
AF ¼ 140 nm�1 and rC ¼ :095 nm based on [18]. As usual, rij is the
distance between the particles’ centers of mass, �0 is the permittiv-
ity of a vacuum (.000552635 e/(eV nm)), e is the electron charge,
and Zi and Zj are the number of protons in each nucleus.
2.2. Simulation phases

Our simulations used the following multiple-phase timestep
procedure, based on the phases of cascade formation described in
[1,26]. We verified this procedure by checking the maximum sys-
tem velocity at 100 timestep intervals to ensure that the maximum
displacement in a given timestep was less than 1/5 of the nearest
neighbor distance.

� Thermal equilibration, part 1. All atoms in the system have their
velocity scaled every step to maintain the desired nominal tem-
perature. System allowed to equilibrate for 1000 timesteps with
a 1 fs timestep (1 ps total time).

� Thermal equilibration, part 2. Interior region (everything except
the 4 cell thermostat skin) thermostat removed. Thermostat skin
maintained at desired temperature. System allowed to equili-
brate for 1000 timesteps with a 1 fs timestep (1 ps total time).

� Initial collision phase (labeled in later diagrams as I). PKA
instantaneous velocity applied (but not maintained). System
allowed to evolve for .2 ps (20000 timesteps with a .01 fs
timestep).

� Intermediate evolution phase (labeled in later diagrams as II).
System allowed to evolve for 1 ps (10000 timesteps with a
.1 fs timestep).

� Final evolution phase (labeled in later diagrams as III). System
allowed to evolve for 10 ps (10000 timesteps with a 1 fs time-
step). Total time from PKA excitation to end of this phase:
11.2 ps.

2.3. Post-processing

Molecular dynamics simulations are based on the evolution of
the positions, velocities and forces associated with points repre-
senting atomic nuclei. Therefore, it is usually necessary to perform
some ‘post-processing’, calculations or data manipulations after
the solution phase of the calculation, to obtain useful information
from the simulation. The information we extracted from our simu-
lations included:

� PKA kinetic energy as a function of time.
� PKA displacement as a function of time.
� Point defect configuration visualization.
� Number of point defects as a function of time.
� Number and size of point defect clusters as a function of

time.
� Radial distribution function (RDF) for vacancies.
� Spatial distribution of vacancies in simulation cell.

Additionally, due to the chaotic nature of displacement cas-
cades it is necessary to consider not only information from individ-
ual simulations, but also this information averaged over a number
of runs. In the results, the bulk of the quantitative data presented
has been averaged over the number of runs that did not exhibit
clear ‘wrap-around’ of the PKA or cascade. In other words, we ne-
glected the runs where the cascade interacted directly with the
thermostat and periodic boundaries. This was a similar approach
to that taken in [22]. We chose this approach because the results
of these wrap-around runs were unphysical due to the thermostat
interaction effects. Further, a simulation domain where such
events would not occur would be prohibitively large, as a mini-
mum size cannot be calculated a priori for a given PKA kinetic en-
ergy. Finally, a reduction in the PKA kinetic energy to ensure the
cascades were fully contained would have likely reduced the
amount of damage such that measuring cascade differences would
have been difficult.
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Fig. 3. Example of the PKA kinetic energy through the simulation time, from a
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2.3.1. PKA kinetic energy and displacement
In order to get a basic understanding of the behavior of the PKA

through the simulated time, it is useful to look at its kinetic energy
and displacement. The raw data was obtained by outputting the
position and kinetic energy of the PKA (a pre-defined atom) every
100 timesteps. We defined the displacement as the magnitude of
the relative position vector with respect to the initial position of
the PKA: jxðtÞ � xð0Þj, where x(t) indicates position at time t. We
tabulated this information at each output step and plotted it in
the open-source graphing package gnuplot [27] as a basic X–Y plot.

2.3.2. Point defects and defect cluster identification
Prior to any analysis of point defect data based on an MD sim-

ulation, it is necessary to identify these defects as the simulation
itself deals only with nuclear positions. The technique we used is
based on a Wigner-Seitz (or Voronoi) cell analysis and has been
discussed in the literature [28–30]. With this method, we defined
point defects based on the number of atoms from the output geom-
etry found in each reference cell (the occupancy of the reference
cell):

� Occupancy = 0: vacancy site.
� Occupancy > 1: interstitial site.
� Occupancy = 1: normally occupied site. A second check was per-

formed on these sites to find antisite defects and atomic replace-
ment events.

For all of the above cases, we considered the defect site to be lo-
cated at the center of the corresponding reference cell.

To quantify the distribution of vacancies in the system being
studied, we used three approaches. The first method used the
identified defect geometry and a given search radius to identify
vacancies with neighboring vacancies (i.e., vacancy clusters). For
vacancies with neighbors, the search was repeated on the neigh-
bors and so on until no new vacancies were found. Our search ra-
dius was chosen to be .22 nm. This value corresponds to the Si–Si
cutoff radius for the interatomic potential and is a convenient dis-
tance between the first and second neighbor distances. We defined
an additional measure, the clustering percentage, as the percent-
age of the total number of vacancies associated with a cluster. To
quantify how isolated an ‘isolated’ vacancy was during the simula-
tions, we calculated a body-averaged vacancy radial distribution
function (RDF) at key output steps. The first step was to create a
histogram of the body-averaged distance between vacancies. In or-
der to obtain the RDF from this, we normalized the histogram by
the product of the total number of vacancies ðnvacÞ in the system
minus one (each vacancy has a total of nvac � 1 neighbors) and
the number of atoms at each separation distance in a perfect crys-
tal. The resulting data from these calculations were plotted in a
similar manner to the PKA data.
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PKA channeling) at each temperature. Percentage used as the 1200 K case consisted
of 20 runs while the others consisted of 10.
3. Results and discussion

Our simulations were performed with the Sandia National Lab-
oratories Large-scale Atomic/Molecular Massively Parallel Simula-
tor code (LAMMPS) [31]. After the initial configurations were
generated, a total of 20 runs at 1200 K were performed and 10 each
at 0 K, 10 K, 100 K, 500 K and 2000 K. At each temperature we used
the same PKA initial conditions, described earlier. Each run was gi-
ven different thermostat initial conditions such that the initial
positions and velocities varied while keeping the target tempera-
ture and initial conditions of the systems statistically equivalent.
We did this in LAMMPS by providing different random number
generator seeds to the velocity scaling thermostat function in the
input files.
3.1. PKA displacement

Once the simulations were completed and post-processed, we
examined the evolution of the PKA. At every temperature, we
found the decay of the PKA kinetic energy to be nearly identical.
Thus, only a single example is shown in Fig. 3 to illustrate the typ-
ical response. By the end of phase I, the PKA had lost over 99.99% of
its initial kinetic energy and by the end of phase II it had reached
the thermal background energy. However, there are other aspects
of the PKA evolution that merit discussion, such as the number
of wrap-around events and PKA displacement.

Fig. 4 shows the percentage of the runs at each temperature that
demonstrated PKA ‘wrap-around’. Fig. 5 presents the average and
spread of final PKA displacements for each temperature. At 0 K
all of the PKA displacements were identical, approximately
10 nm, and exhibited no wrap-around. This is not surprising given
that the relative positions of the atoms in each run would be
identical because the random number generator only impacts the
initial velocities, all of which would be identically 0 at 0 K. How-
ever, as the temperature (and therefore relative atomic displace-
ments) increases to above 0 K, we see the development of a
spread of final PKA displacements by 10 K. Fig. 5 shows that the
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Fig. 5. Plot of the final PKA displacement, averaged for all non-wrap-around runs at
each temperature. The error-bars show the spread of the data at each temperature.
Note that the spreads for the non-zero temperatures are nearly the same though the
average changes.
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spreads remain similar for nearly all of the non-zero temperatures
simulated. If the 100 K spread is taken as an outlier, we can con-
clude that the PKA displacement spread for non-zero temperatures
has no dependence on temperature.
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Fig. 7. Plot of the run-averaged vacancy counts for each temperature and atom
type. There is little indication of temperature dependence by this measure.
3.2. Point defect counts

Next we examined the number of point defects through the
simulated time and temperatures. We obtained the following plots
by averaging over the data from all of the non-wrap-around runs at
each temperature.

Fig. 6 illustrates the run-averaged total number of vacancies at
each temperature through the simulation time. From the figure, it
is clear that there is only a small variation (roughly 20 vacancies) in
the 0 K through 1200 K cases. The 2000 K case is different from the
others, though it only varies by a maximum of 47 vacancies (�27%)
at the peak and 16 (�10%) at the last step. However, unlike the
other cases, the number of vacancies is decreasing throughout
phase III. By comparing each individual run at each temperature,
we found that the total defect variations in Fig. 6 were within
the variation seen between runs at the same temperature. The
exception was the 0 K case, where all runs yielded the same defect
evolution. Despite this, there is a clear difference in the 2000 K case
that suggests different defect evolution behavior. Similarly, if one
examines Fig. 7, there is no clear trend and the variations are with-
in that seen in individual runs at a given temperature. The 2000 K
case exhibited different behavior in the individual vacancy counts,
just as it did in the total counts. Further, it is clear that the decrease
in the total number of vacancies in phase III is due to a decrease in
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the number of C vacancies. We attribute this to C interstitial–
vacancy recombination, as the thermal background energy at
2000 K is on the order of the migration barrier for C interstitials
(roughly .75 eV [32]). Despite this difference at the highest temper-
ature, we concluded that there is no clear temperature dependence
in the total number of vacancies nor the number of each type gen-
erated. The differences in the 2000 K case indicated to us the exis-
tence of a high-temperature cascade regime, where thermal effects
decrease the effective damage due to the cascade. However, further
study of this high-temperature regime is left for future work.

The number of vacancies only tells part of the story. Thus it is
useful to look at other defect types such as antisite defects and
atomic replacements, shown in Figs. 8 and 9, respectively. Unlike
the vacancy counts, these plots do show trends that indicate a tem-
perature dependence. The number of CSi antisites generated in the
intermediate and final evolution phases (II and III) clearly increases
with temperature, and only in the 0 K case does the number clearly
decrease from the value at the end of initial collision phase (I). Fur-
ther, while the 0 K through 1200 K cases seem to have leveled out,
the 2000 K case appears to increase throughout phase III. Mean-
while, we find less indication of temperature dependence on the
formation of SiC defects. In particular, the maximum number
formed is nearly constant through all temperatures, though the fi-
nal number increases with temperature (except in the 2000 K
case). In all cases, there is some amount of relaxation that occurs
in phases II and III, though this effect is slightly reduced at higher
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Fig. 8. Plot of the run-averaged antisite defect counts for each temperature and
defect type.
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Fig. 9. Plot of the run-averaged atomic replacement events for each temperature
and defect type.
temperatures. For nearly all the temperatures (0 K CSi defects are
the exception), the relative stability of the antisites formed may
be explained by the fact that forming an antisite defect from an
existing interstitial–vacancy pair is energetically favorable [33].
However, this does not explain the decrease in the number of SiC

defects in phase II. The decrease in SiC defects is possibly due to
thermal vibrations ‘kicking’ the Si atom out of the C site, allowing
a nearby C atom to form a replacement. We find similar trends in
Fig. 9, where the number of C and Si replacements after phase I in-
creases with temperature; though more C replacements were seen
at 0 K than at 10 K and 100 K. For all temperatures, more C replace-
ments were found than CSi antisites, while the number of Si
replacements and SiC antisites differed by roughly 33%. Finally,
we concluded that the increase in the number of C replacements
in phase III with increasing temperature is further evidence of
the role of thermal vibrations in C vacancy–interstial annihilation
during cascade evolution. Further study of this effect, along with
the role of antisite formation and antisite-replacement swapping
in cascade relaxation is needed.

3.3. Vacancy clusters and distributions

The final aspect of the simulations that we examined is the va-
cancy clustering data as a function of time and temperature. The
average vacancy cluster number and size are given in Figs. 10
and 11, respectively. The clustering percentage data is given in
Fig. 12.
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Fig. 10. Plot of the run-averaged number of vacancy clusters for each temperature.
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From an examination of Fig. 10, we see that the final number of
clusters increases as the temperature increases from 0 K to 500 K,
after which the number drops. Thus, at the highest temperatures
there are only a few vacancy clusters (an average of about 3–5
clusters). Further, Fig. 11 shows that the average cluster size is be-
tween 2 and 4 vacancies for all temperatures. This indicates that at
the higher temperatures, only a few stable clusters form and those
are clusters of only a few vacancies, thus few vacancies are associ-
ated with clusters. A possible reason for this is that the thermal en-
ergy allows for greater defect and atomic mobility, thus there is
more energy available to ‘breakup’ unfavorable defect configura-
tions. This possibility is further evidenced by the fact that the num-
ber and average size of the vacancy clusters is nearly constant after
phase II, when the cascade has dissipated most of its energy and
the system approaches a stable configuration through thermally
driven defect migration and annihilation. These findings agree well
with those of [23].

The results from the previous paragraph led us to the question
of what percentage of the vacancies in the system are actually in
clusters as opposed to isolated or in bound interstitial–vacancy
pairs. Fig. 12 answers this question. There are two points of note
in this figure. Firstly, the peak percentage is roughly the same for
all temperatures and occurs at very nearly the same time. This time
corresponds to the maximum number of defects generated, i.e., the
peak of the cascade formation from Fig. 6. There is a similar trend
to that seen in Fig. 10: the final percentage of clustered vacancies
increases from about 12% at 0 K to about 30% at 100 K, when it
steadily decreases until the lowest value of roughly 10% is reached
at 2000 K. These results indicate the possibility of a moderate tem-
perature at which a maximum amount of clustering occurs in the
simulated timescale. These findings reinforce our earlier finding
that the bulk of the vacancies in the final defect configuration are
isolated from one another, and that this is the case regardless of
the temperature. In fact, at the lower temperature ranges upwards
of 70% of vacancies are isolated, while at the highest temperatures
this is magnified to 80–90% isolated vacancies.

In order to elucidate the thermal effects on the final spatial dis-
tribution of vacancies, we calculated a vacancy RDF for each run
using a bin width of .1 nm and averaged it over the non-wrap-
around runs at each temperature. This data is provided in Figs.
13 and 14. For the temperature range of 10–1200 K there is little
significant variation in the RDF except at distances of less than
.2 nm and greater than 4 nm. At the end of the simulation (see
Fig. 13), the 2000 K case indicates a wider distribution of vacancy
separations than other temperatures, despite appearing similar or
lower than the other temperatures in the figures shown. This is be-
cause of the normalization of the figure, which was chosen such
that the integral of the RDF must be the same for all temperatures.
Therefore, since the 2000 K RDF is generally smaller in all of the
plotted regions, there must be more vacancies at separations great-
er than about 7 nm. For comparison, the furthest apart vacancies
could be in this system is roughly 31.6 nm. Finally, Fig. 14 shows
the RDF for the 500 K and 2000 K cases at the end of phases I
and III. These plots indicate that there is a reduction in the number
of close-paired vacancies (i.e. those separated by less than about
.4 nm), while the number of longer range pairs increases for nearly
the entire range plotted. Similar trends are seen at the other tem-
peratures. The reduction in the number of close-paired vacancies is
most dramatic (almost 50%) at 2000 K.

We believe it is unlikely that thermal diffusion alone accounts
for the differences seen in the figures, as even at 2000 K few atoms
would have the kinetic energy to overcome the high potential en-
ergy barriers for bulk vacancy diffusion (roughly 4.1 eV and 2.3 eV
for C and Si vacancies, respectively [32]) during the timescale of
the simulations. Further, the final value for the total number of
vacancies in the 2000 K case was smaller than all of the other tem-
peratures. Thus, we conclude that recombination of interstitial/va-
cancy pairs during cascade formation plays a greater role than bulk
vacancy diffusion, as interstitials are known to be more mobile
than vacancies in SiC [32]. Specifically, at 2000 K it is more likely
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Fig. 13. Plot of the averaged vacancy radial distribution function for each
temperature at the end of the simulation. (a) shows the detail of the RDF for
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Fig. 14. Plot of the run-averaged vacancy radial distribution function for the 500 K
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that an atom would have a kinetic energy on the order of the inter-
stitial migration barriers (roughly .75 eV and 1.5 eV for C and Si
interstitial sites, respectively, [32]) than at lower temperatures.
This would also explain the decrease in the total number of vacan-
cies and interstitials during phase III for only the 2000 K case, as
shown in Fig. 6.
Our final point of comparison was the final spatial distributions
of vacancies. These results are illustrated in Fig. 15. There is little
clear indication of temperature dependence in the final configura-
tion, and the distributions are largely similar. There is some indica-
tion of a trend towards more diffuse damage in the Z-direction as
temperature increases, though the difference is only on the order
of 1% between the low and high temperature cases.
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4. Conclusions

The temperature study performed yielded several interesting
points. The first was that we found the PKA behavior to be largely
independent of temperature. At 0 K there was no spread in the re-
sponse of the PKA and the spread at higher temperatures had little
variation. Our study of point defect generation and evolution
behavior indicated the possible role of enhanced C interstitial–va-
cancy recombination in cascade relaxation at 2000 K, a phenome-
non that was not readily apparent at lower temperatures. We
speculate that this could lead to considerable cascade annealing
at high temperatures, over timescales unreachable by MD simula-
tions. Beyond this, we found little indication of temperature
dependence in the number of vacancies and SiC antisites generated.
On the other hand, C and Si replacements and CSi antisite formation
did show temperature dependence. We observed that the number
of C and Si replacements increased non-linearly with temperature.
The number of CSi antisites was significantly higher at higher tem-
peratures, likely due to enhanced C interstitial mobility. Our anal-
ysis of vacancy clusters indicated that regardless of temperature,
the number of vacancies found in clusters was relatively small
(10–30% of the total number of vacancies). Additionally, we found
little evidence of temperature dependence in the final relative dis-
tribution of vacancies at small distances (less than 1 nm). Despite
this, we found indications of a wider distribution of vacancies at
2000 K. We concluded that this was further evidence of the exis-
tence of a high-temperature regime where atomic and defect
mobility effectively decreases the amount of concentrated damage
during cascade formation. Based on our results, we expect little va-
cancy cluster growth on longer timescales due to vacancy migra-
tion. However, additional PKA excitation events and subsequent
cascade overlap would be expected to increase the number of ini-
tially clustered vacancies. We also conclude that more work is
needed to provide further evidence for this as well as the mecha-
nisms involved in high-temperature relaxation, such as antisite de-
fect creation from mixed vacancy–interstial pairs. Finally, we
expect that a more complete study including PKA direction varia-
tions and much larger simulation cells will soon be possible thanks
to ever increasing supercomputing and distributed post-processing
capabilities.
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